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Abstract

A mobile computing environment involves accessing information through a
wireless network connection. The mebile vnit may be stationary, in motion,
and/or intermittently connected to a fixed (wired) network. As technology
advances are made in software and hardware, the feasibility of accessing infor-
mation “anytime, anywhere” is becoming a reality. Furthermore, the diversity
and amount of information available to a given user is increasing at a vapid rate.
Current distributed and multidatabase systems are designed to allow timely and
reliable access to large amounts of data from different data sources. Issues such
as autonomy, heterogeneity, transaction management, concuivency control,
transparency, and query resolution have been addressed by researchers for multi-
database systems. These issues are simijar to many of the issues involved in
accessing information in a mobile environment. However, in a mobile environ-
ment, additional complexilies are introduced due to network bandwidth, process-
ing power, energy, and display restrictions inherent in mobile devices,

This chapter discusses the fundamental issues involved with mobile data
access, the physical environment of mobile systems, and currently implemented
mobile solutions. Furthermore, the issues involved in accessing information in a
multidatabase environment and moebile computing environment share similari-
ties, Therefore, we propose to superimpose a wireless-maobile computing envi-
ronment on a multidatabase system in order to realize a system capable of
effectively accessing a large amount of data over a wireless medium. We show
how one can easily map solntions from one environment to arother. This new
system is called a mobile data access system (MDAS), which is capable of
accessing heterogeneous data sources through both fixed and wireless connec-
tions. We will show the feasibility of mapping solutions from one environment to
apother.

Within the scope of this new environment, a new hierarchical concurrency
control algorithm is introduced that allows 2 potentially large number of users to
simuitaneously access the available data. Current multidatabase concurrency
control schemes do not efficiently manage these accesses because they do
not address the limited bandwidth and frequent disconnection associated with
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wireless networks. The proposed concurrency control algoﬁthm.—v-loc.l(fuscs
global locking tables created with semantic information colnlfuned within the
hierarchy. The locking tables are subsequently used to serialize global trans-
actions, and detect and remove globat deadlocks. The performance of the new
algorithm is simulated and the results are presented.
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1. Introduction

The traditional notion of timely and reliable access to global information
in a distributed or multidatabase system must be expanded. Users have
pecome much more demanding in that they desire and sometimes even
require access to information “anytime, anywhere.” The extensiye dlwtermt.y
in the range of information that is accessible to a user at any given tme 18

also growing at a rapid rate. This information can include data frorp legacy
systems, database systems, data warehouses, information services (i.e. stock _
quotes, news, airline information, weather information, etc.), and the almost

limitless information on the Internet and the World Wide Web.

Furthermore, rapidly expanding technology is making available a wide
breadth of devices through which access to this enormous amount of diverse
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data is possible. For example, the user may access information from a
desktop workstation connected to a LAN (Local Area Network), or from a
laptop computer via a modem, or from a hand-held device via a wireless
connection. All of these devices have different memory, storage, networl,
power, and display requirements,

Remote access to data is a rapidly expanding and increasingly important
aspect of computing, Remote access to data refers to both mobile nodes and
fixed nodes accessing a wide variety of data via a network connection char-
acterized by (1) lower bandwidth, (2} frequent disconnection, and (3) higher
error rates. Whereas both fixed and mobile node remote connections to the
network are made through land-based lines, e.g. a modem and telephone
lines, mobile nodes also access data through a wireless medium. This wire- -
less connection results in even more of a severe degradation in the network
connection. Furthermore, a mobile node introduces additional complexities
such as location dependence, system configuration variations, data place-
ment issues, and long-lived transactions. However, regardless of the hard-
ware device, connection medium, and type of data accessed, all users share
the same requirements: timely and reliable access to various types of data.
These data types are classified as follows:

(1) Private data—-1.e. personal schedules, phone numbers, etc. The reader
of this type of data is the sole owner/writer of the data. '

(2) Public data—i.e. news, weather, traffic information, flight informa-
tion, etc. This type of data is maintained by one source, and shared by
many.

(3) Shared data—i.e. group data, replicated or fragmented data of a
database. A node actually may contribute to maintaining consistency,
and participates in distributed decision making with this type of
data [3].

Access to various types of data (i.e. private, public, and shared) is not an
entirely new concept. Traditional databases have addressed many of the
issues involved in accessing these types of data in the form of relational,
object-oriented, distributed, federated, and multidatabase management
systems (MDBMS). These traditional systems are based upon fixed clients
and servers connected over a reliable network infrastructure. However, the
concept of mobility, where a user accesses data through a remote connection
with a portable device, has introduced several disadvantages for traditional
database management systems (DBMS). These include: (1) a reduced capac-
ity network connection, (2) processing and resource restrictions, and (3)
effectively locating and accessing information from a multitude of sources.
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In order to overcome these shortcomings effectively, a suitable solution
must address the following issues:

(1) Isolation. A method to deal with the degraded network connection.
The solution should also include a means to work offline such that a
user can effectively operate if an intentional/unintentional disconnec-
tion has occurred. Furthermore, if the connection is too slow or unre-
liable to work fully online the user may intentionally choose to work
offline due to bandwidth restrictions,

(2) Data integration. A method to work with a subset of the global data
set. ‘This is particularly important for devices with hmlt?,d resources
and capabilities. With a very large amount of data available to the
user, the entire set of data cannot be kept locally. Therefore, the gser
requires a method to choose data from the global set, and use it at
local speeds. ‘ .

(3) Browsing. Since there may be an enormous amount of information
available to the user, the user should be able to search and look at the
available data in an efficient manner. In other words, an efficient
method to browse the data.

(4) Distribution transparency. The placement of the data and the tppf)l—
ogy of the network should be designed transparently and to maximize
the performance for the overall system. This is partlc!.ﬂar.]y lmportant
for wireless devices, which have the largest communication cost.

(5) Limited resources. The system should be able to a‘ccommodate com-
puting devices with limited capabilities. This includes memory,
storage, and display deficiencies. -

(6) Data heterogeneity. With a large amount of data avalla‘tbl.e tq ‘Ehe user,
name and type differences, and semantic differences/ sunl}ant.les need
to be resolved. There are additional difficulties when accessing data
in a non-native language. The system should provide a means to
address these issues.

(7) Location transparency. A higher degree of mobility argues for a
higher degree of heterogencous data access. In particular, a mobile
user can potentially access a much wider variety of systems in dlffer-
ent locations and can also receive broadcast-type data from various
locations due to mobility. Therefore, heterogenecus remote access (o
data {(HRAD) sources is required for a remoie access sysiem.

The literature has individually addressed some of the above issues [3, 10,
11, 23, 43, 44]. Current multidatabase systems can effectively handle het-
erogeneons data access to antonomous systems [10]. Moreover, there are
existing mobile applications, which address some of the limited bandwidth
issues involved with mobility [15, 17, 22, 23, 26, 27, 28, 44, 46]. However,
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a solution does not currently exist that provides an effective means to cope
with the issues involved while accessing a massively diverse amount of data
over a remote connection. This is particularly true for devices with limited
processing capacity and resources.

This chapter is intended to address fundamental issues of mobile data
access, the physical environment of mobile systems, and currently imple-
mented mobile solutions. Tt will compare and conirast the characteristics of
multidatabase systems against the characteristics of a wireless-mobile com-
puting environment. In addition, by superimposing a multidatabase system
on a wireless-mobile environment it proposes a computational paradigm for
effectively accessing heterogeneous data,

In a distributed environment, concurrency is used as a means to increase -
the throughput and to reduce the response time. Data access in an MDBMS
is accomplished through transactions. Concurrency control involves coordi-
nating the operations of multiple transactions that operate in parallel and
access shared data. By interleaving the operations in such a manner, the
potential of interference between transactions arises. The concurrent execu-
tion of transactions is considered cortect when the following properties
(called ACID properties} hold for each individual transaction [20]:

e Atomicity. The operations of a transaction are considered to be atomic;
either all operations occur, or none occur.

e Consistency. The actions of a transaction taken as a group do not
violate any integrity constraints of the database.

e Isolation. Although transactions may execute concurrently, each trans-
action assumes that it is executing alone in the system. In other words,
the system hides all intermediate results of a transaction from other
concurrently executing transactions,

® Durability. Successful completion of a transaction (commit), should
guarantee that the effects of the transaction survive failure.

Concurrency control in a mobile data access system (MDAS) involves
global transactions under the control of a global transaction manager (GTM)
that are correctly serialized to guarantee proper execution, A global transac-
tion is decomposed into sub-transactions and executed as a local transaction
at local sites under the control of the local database management system.
Proper concurrent execution of transactions should be coordinated such that
the interference does not violate the ACID properties. Furthermore, the con-
current execution of transactions should offer a higher throughput than the
serial execution of transactions [20]. In an MDAS environment, the concur-
rent execution of transactions is a more difficult task to control properly.
This is mainly due to the inferences among global transactions, inferences



124 J.B. LIM AND A, R. HURSON

among global and local transactions, local autonomy of each site, and
frequent network disconnection. _

There has been extensive research performed to maintain the ACID prop-
erties in centralized and tightly coupled distributed systems [3,20]. A
primary feature of an MDAS or MDBMS that distinguishes it from a con-
ventional distributed DBMS is the notion of local autonomy. In a conven-
tional, tightly coupled distributed system, each site has limited or no 10c.:al
autonomy. In contrast, local sites in an MDAS operate autonomously, with
little or no knowledge of other local DBMSs or the MDAS system. .

The degree of autonomy of each local site in an MDAS varies consider-
ably depending upon local and global conditions. Full autonomy }'efers to
the condition where the local site retains full control, and may unilaterally
abort a transaction {any local or global sub-transactions). Full autonomy
introduces extremely difficult problems for global transaction management
in a MDAS. Achieving a high degree of concurrency under full autonomy
is not practically possible. However, if local autonomy ig somewhat com-
promised, methods such as locking, time-stamp ordering, ticketing, and seri-
alization graph testing may be used. In general, as the degree. of lpcal
autonomy decreases, the ability to effectively process transactions in a
MDAS becomes easier, Figure 1 illustrates this concept.

Within the scope of this new environment, this chapter will introduce a
new hierarchical concurrency control algorithm that is designed to reduce
the required communication overhead. The proposed scheme lallows for a
higher overall throughput and faster response times to users—timely access
to data. The concurrency control for global transactions are performed at the
global level in a hierarchical, distributed manner. A hierarchical structure
was chosen for several reasons:

(1) A bierarchical organization offers potentially higher performance, in
that processing and data structures can be easily distributec}. '

{2) The reliability of the system is increased by eliminatir‘lg a single point
of failure for the MDBS involved in a global transaction.

=

Less Local Autonomy More Local Autonomy

*Distributed DBMS stcieal MQAS o
sTransaction Processing Is easier *Transaction Processing is harder

HaG. 1. Degree of mobhile support.
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(3) The algorithm is designed to work with the summary schemas model
(SSM), which is a distributed, hierarchical, multidatabase environ-
ment [11]. The proposed algorithm is easily integrated into the SSM.

Concurrent execution of transactions is accomplished by creating global
locking tables using semantic information within the hierarchy of the
SSM.

Section 2 addresses the necessary background material on mobile
systems, while section 3 covers multidatabase systems. Section 4 discusses
a new computing environment in which a wireless-mobile computing envi-
ronment is superimposed on a multidatabase system. The characteristics and
issues of this new environment are discussed in this section. Furthermore, -
the details of a proposed multidatabase system, the summary schemas model
(SSM), are discussed. Chapter 5 covers additional background material on
concurrency control and a simulation of the proposed concurrency control
scheme is introduced. A simulation model is developed to test the effective-
ness of the proposed schemes. Subsequently, the results are presented and
analyzed. Section 6 concludes the chapter, and discusses future solutions
and research directions. Finally, section 7 contains references, a glossary of
terms, and an appendix of current wireless/mobile systems.

2. Background

Accessing a large amount of data over a limited capability network con-
nection involves two general aspects: (1) the mobile networking environ-
ment and (2) mobility issues. The mobile environment includes the physical
network architecture and access devices. Mobility issues include adaptabil-
ity to a mobile environment, autonomy, and heterogeneity. This section will
introduce and discuss these topics in detail.

2.1 Physical Environment

2.1.1 Network Architecture

A remote access network consists of a variety of network connections and
access devices with varying characteristics as shown in Fig. 2 [3, 16].

® Fived, land-based LAN connection. This type of network connection
ranges in speed from 10 Mbps to gigabits per second and usually does
not impose any type of restriction on the system. Common fixed LAN
connections include ethernet, fast ethernet, gigabit ethernet, and
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Madem Connection
Satellite Connection

) Tﬂm

Celiutar / Wireless / Paging
Connection

Wiralass WAN

Fixed Unit

iobile Unit

F1G. 2. Network architecture.

asynchronous transfer mode (ATM) [12, 47]. A remote access connec-
tion is usually made fo this type of networlk.

e Modem connection, This is typically what a home/telecommuting/
mobile user would use to make a connection, The connection is made
directly to a server, or via the Internet through an InFernet service
provider (ISP). Currently, the majority of these connections are made
from a fixed point, such as a home or office. The connection is made
with data transfer speeds up to 57.6 kbps [42], and is usually carried
over the telephone network. This type of network connection has a
much lower bandwidth and is less reliable than a fixed LAN connec-
tion. However, with the exception of a fixed connection, it provides the
highest performance compared to other network types.

e Cellular. A cellular network provides both data and voice services to a
user. Traditionally, a cellular network is used with handhelq tele-
phones, more recently, it has been used to provide data services to
mobile systems. Typical bandwidth ranges from 9.6—19.2 kbps [16].
The cost of using a cellular network is relatively high, and furthermore,
existing networking support using cellular technology does not scale
well to large numbers of mobile users. Moreover, the use of this tech-
nology for data transmission is still in the early stages [16]. Cellular
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networks, however, do provide very wide coverage, i.e. international
coverage is available.

The geographic area covered by a cellular network is divided into
fixed cells. Cells are connected to a base station that is attached to a fixed
network (e.g. telephone network, data network, etc.). A cell covers a geo-
graphical area ranging from one to several square miles. Pico-cells cover
a much smaller area (fens to hundreds of meters) and are placed in areas
of high traffic and usage. When a user moves from the coverage of one
cell to another, a “hand-off” occurs where the connection and control
moves to the newly entered cell. This “hand-off” may cause a femporary
disconnection, further degrading the reliability of the cellular system,

® Wireless LAN. This is a traditional LAN augmented with a wireless
interface to provide wireless services within a small geographical area
(i.e. up to a few kilometers). The bandwidth of this type of network is
limited, ranging from 200 bps to 20 Mbps [30]. There is currently no
networking support for any type of wide-area moves.

@ Wide-area wireless nerwork. These are special mobile radio networks
that provide wide coverage and low bandwidth. These types of net-
works are expensive, provide nationwide data services, and bandwidth
is available up to 19.2 kbps. However, there is no support for ubiqui-
tous network connectivity and it is not clear if the systems will scale
well for a large number of users [3].

® Satellite network. These network systems have been initially designed
to carry voice, television, data, messaging, and paging services. They
provide very wide coverage (global) at a relatively high cost with a
bandwidth ranging from 9.6 kbps to 3 Mbps [41]. Some systems also
only operate in a receive-only mode. Currently, the only such opera-
tional system is the Hughes Network Systems’ DirecPC (the same
network used by the DirecTV satellite system for television). Other
proposed satellite systems include Matorola’s Tridium, Qualcomm’s
Globalstar, and TRW’s Odyssey [33].

® Paging network. This network is typically a receive-only system with
very low bandwidth. Coverage ranges from a local city to global,
AT&T and Motorola currently have two-way paging network systems
(32,41, 49],

In comparison to traditional fixed LANS, remote access connections
have lower bandwidths, have higher error rates, and disconnection is much
more frequent. Furthermore, due to large variations in bandwidths, there
are varying degrees of disconnection that can occur with these types of
networks. Table I summarizes these different connection mediums,
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o c g 2.1.2 Access Devices
=)
S I, 255, The connection to the network is made through desktop computing
g S3ESSES devices, portable computers, and portable hand-held devices. The require-
ments and limitations of these devices vary greatly in terms of computing
= power, memory capacity, storage space, size, display area, and energy
= E EEgE consumption. These devices are summarized in Table II.
= HEEYEE R Desktop computing devices include workstations, personal computers,
Z| EEIAZES and network computing devices. A workstation or desktop personal com-
puter does not have many resource restrictions when connected to a fixed
g network. These systems can have very large processing capabilities, large
g _ memories, large disk drives, and large display areas. The primary restriction
. :‘; g pertaining to this type of computing device is dne to the remote network
2 E 3 ER-A: connection—typically, a modem when the system is used from a fixed
2l << 5 v % E: % remote location (e.g. home, satellite office, etc.).
V| Z2Z2znz A7 A network computing (NC) device is characterized by its low cost and
2 maintenance. As a result, the computer does not have a hard disk, floppy
2 E g disk, or CD-ROM drive. In order to reduce the cost, the processing power is
4 2D more limited than a traditional desktop system and memeory sizes range from
z E E 16MB-128MB. The system tnust be connected via a network to a server,
E g _ -‘E, § = The NC downloads the operating environment and apphcations that it runs
2 g Sl 85383 £ 2 locally. The prices of these systems range from $500-1500. Currently,
= g é EEHHHE E g Intel/Microsoft, IBM, Oracle, and Sun are manufacturing NCs [37].
4|8 E g E E E Q% Compared to a desktop computer, portable computers have a slightly
SlE| gaaaadd restricted functionality, but in a smaller package. Memory sizes range any-
E where from 8MB—128MB; disk drive capacity can be up to several giga-
bytes; and typically, they weigh from 4—10 pounds. The display, however,
2 2 is limited in size (up to 14 inches). In addition, since the system is portable
& ag &§ and may not be gttached to a {]on—battely power source, it has a‘low power
=| ad2g = d requirement. This type of device may use a fixed, modem, or wireless type
2|8 & £ g of network connection.
E‘ =2 E = - Portable handheld devices represent the most restrictive and, thus, most
m] 2 Eardal challenging device for remote access. First-generation PDAs {personal
digital assistant) were handheld messaging units using a wireless connection
& to send/receive e-mail, small messages and faxes. They had very limited
oI brocessing capability (equivalent to an Intel 8086), and memory capacity
= = ;r- (128K—-1MB), small displays, and very strict energy requirements. The
Y 3 % = i Apple Newton and AT&T EO were examples of these types of devices [22].
o | & _ ; 5 § : § Due to their limited functionality, the first-generation PDA was not consid-
§ 4 3, i B ered very successful. Technological advances have given second-generation
| = E ij 8 f £ & PDAs better processing capabilities and larger memories (IMB-32MB),
z 225 EEEw Due to their small size, they still have some of the same restrictions as the
z|l EEovgrad
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. T, o= first-generation PDAs. Second-generation PDAs are more general-purpose
E om B 2 é computers and are capable of running non-messaging applications (e. g.
. E ‘E %’ T g B T database, Internet access, etc.). Some examples of these types of devices
2 % 3E gE4d 2% include the USR PalmPilot, and Windows CE devices.
g OB § G é ﬁ L:'}D % ‘;? Finafly, pagers represent the most basic form of a handheld remote access
g <7 3 ﬁr; 2§ 29 device. They have almost no processing power, very limited memory, and
8| o o 5 g o g% @ E 2 very small displays, and are mostly designed to receive telephone numbers,
é é Zg EE D 5% 28 2¢ alphanumeric messages or information (e.g. weather, stock, news, etc.).
Most pagers are passive devices in that they only receive data and are unable
- to transmit data [32, 41, 49].
Q
3 g B w 2 %
$18 E O 42 % 2.2 Mobility
— — =+ = -
% 2 P g & ° A mobile application must be able to adapt to changing conditions [4].
Al B S g€ g These changes include the network environment and resources available to
o w the application. A balance between self-autonomy and dependence on a
N 2 2 e g 2 3 server for a mobile user 1s very critical. A resource-scarce mobile system is
" 5| g é n © S & g better served by relying upon a server. However, frequent network discon-
g 2|V v + iX % od g nection, limited network bandwidth, and power restrictions argue for some
% A &: & degree of autonomy. As the environment changes, the application must
=g L F S < adapt to the level of support required from stationary systems {servers).
5 ¢ 1.3 B33 EEI
O 3 @ f ‘B~ - ]
*fg ; E’E’?; g é‘g g . §§§§ <5 2.2.1 Mobile Support
é & 5 28 2 95 % 7 cg 5 % E ) E % A mobile support system can be classified, based upon the level of mobile
s g E a= Qj“ awareness, into three categories as shown in Fig. 3: mobile-transparent
o 3 m m o e :§ 2 systems, mobile-aware systems, and non-supportive systems. A mobile-
g ,E‘ E 5 = i 3 § 3 ‘% % k i transparent system is one where the application is unaware of the environ-
g B % % % % fg é fg % g “é 5 ment, and the mobile aspects of the system are lhidde.n from the application.
S8t g 5& 3 These systems offer backwa.rd compatiblhty w1th existing applications, and
B SHET R E8 & existing applications run without any modifications. However, the major
é g g E‘?E (%% = ‘5 g2 drawback of these systems is the lack of flexibility because they can not ade-
. Eﬂ 5 'é B 3 % 5 c%g ‘E é g quately. adapt to the c_hangtpg environment ‘of thﬁ: mo.blle system. Thus, the
% 2| 2 o . I = ErEREHTO result is a degradation of the overa‘tll functlonahty_ and performance. |
< B § é" é" E R S E3E 53 &8 Furthermore, these systems often require the cooperation of both the user
“ e CET T EE T and application [23].
5 j, - g %‘ % E K E g é On the other hand, a non-supportive approach offers no system support
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Less Local Autonomy More Local Autonomy *

Mobile Transparent- Mobile Aware Non-supportive

More System Support Less System Support

F1G. 3. Degree of mobile support.

environment. Instead of the system masking the environmental condi’Fions
from the application, this information is exposed to t_he applications,
enabling them to actually participate in the decision—ma.km-g process [23].
This approach allows for the system to support an application, as well as
for the application to remain autonomous, depending upon environmental
conditions, 1.e. network, performance, reliability, power, efc.

2.2.2 Autonomy

The level of autonomy required in a mobile system varies with different
systems. For mobile-transparent and non-supportive applications, the level
of autonomy 18 fixed. In other words, the level of server depend.erwe and
self-reliance is unchanging. However, the level of antonomy required by a
mobile-aware system is highly dependent upon the available network ban-d—
width, the reliability of the connection, available resources in the mobﬂe
unit, and the power limitations of the access unit. The applic_atlon is alert
to any changes to these resource restrictions and dynamically adapts
accordingly.

The network connection has the largest impact upon the degree of auton-
omy required by the mobile system. If the system is connected to a land-
based network, then the mobile system can rely heavily upon a server.
However, as the network connection degrades {in terms of bandwidth and
reliability), then the degree of autonomy vequired by the mobile system
increases. The extreme case is when the mobile system is disconnected, and
hence full autonomy is required.
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2.2.3 Heterogeneous data

The level of access to heterogeneous data increases with mobile systems.
A mobile system uses a wireless link as a network connection (albeit with
degraded performance). However, because of mobility, there is a high
chance for a system to be connected to different host units. This argues for
suppott to access data, which is more heterogencous than a stationary
system. Furthermore, data can be broadcast to mobile users over a wireless
medium. As a mobile user moves from one location to another, there is a
wider range of broadcast data available to the user. Therefore, a higher

TaBLE T
SUMMARY OF MOBILE ENVIRONMENT ISSUES
Mobile environment issue Description
Site autonomy Local control over resources and data, The degree

of autonomy reguired depends upen the degree of
mobile support offered by the system.

Heterogeneous interoperability Hardware and software heterogeneity,

Disconnect and weak connection suppost A mohile system should provide a means to
provide access to data while faced with a
disconnection or weak connection,

Suppart for resource scarce systems A mobile system should address the inherent
limitations of various resource scarce access
devices. These include processing, storage,
power, and display limitations.

Transaction management and
concurrency control

Correct transaction management should satisfy
the ACID properties (Afomicity, Consistency,
Isolation, and Durability).

Distributjon transparency Distribution of data is transparent to the user.

Location transparency The location of the data is transparent to the user.

Location dependency The content of the data is physically dependent

upon the location of the user.

System transparency The user should be able to access the desired data’

irrespective of the system.

Representation transparency Representation transparency includes naming
differences, format differences, stractural

differences, and missing or conflicting data.
Intelligent search and browsing or data The system should provide a means for the user
to efficiently search and browse the data.

Intefligent query resolution The system should be able to efficiently process

and optimize a query submitted by the user.
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degree of mobility implies that there is a requirement to access a higher
degree of heterogeneous data.

Mobile computing is a rapidly expanding technology. A remote access
connection introduces many challenges, making the use of mobile devices
more difficult. Furthermore, the concept of mobility implies a much more
diverse range and amount of accessible data. Subsequently, a remote access
system must provide access to a large set of heterogeneous data. Moreover,
it must be able to facilitate the bandwidth, resource, and power restrictions
of mobile systems. The various issues in accessing data in a mobile comput-
ing environment are summarized in Table 111,

Multidatabase systems share many of the same characteristics of mobile
systems. In the next section, we discuss these characteristics.

3. Multidatabase Systems

Multidatabase systems (MDBMS) are used to maintain, manage, and
access a large amount of information. An MDBMS is a global system layer
that allows distributed access to multiple pre-existing local database
systems. The global layer provides full database functionality and interacts
with the local DBMSs at their external user interface. Both the hardware and
software intricacies of the different local systems are transparent to the user,
and access to different local systems appears to the user as a single, uniform
system. The term multidatabase includes federated databases, global
schema multidatabases, multidatabase language systems, and homogeneous
multidatabase langnage systems. The typical architecture of an MDBMS is
shown in Fig. 4. This section will discuss the various issues involved in
order to provide multidatabase functionality to a mobile user, and will show
the similarities and differences between the two computational environ-
ments. Furthermore, the summary schemas model (SSM) as the underlying
heterogeneous multidatabase environment [10] is introduced, and its con-
cepts and structure are discussed.

3.1 Site Autonomy and Heterogeneity

One of the essential features of a multidatabase system is local site auton-
omy, meaning that each local database management system (DBMS) main-
tains complete control over local data and resources. Modifications to the
global system should not impact the operation of the local system. There are
two different classes of operations, global and local. A global operation is
performed through the MDBMS on the entire system, and should not affect
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FIG. 4. Architecture of an MDBMS.

the operation of any single, local DBMS. There are three different forms of
autonomy [18]:

@ Design autonomy. When joining an MDBMS, a local DBMS should
not require any software or hardware changes. The global MDBMS
software should form a “wrapper” around an existing local system,
allowing for easy integration into the existing MDBMS. Changes that
impact the local system are undesirable, particularly for legacy
systems, in which there may be a significant amount of capital invested
in existing software, hardware, and user training,

o Communication autonomy. During integration into an MDBMS, the
Iocal DBMS decides exactly which local data should be available glob-
ally. There are two consequences of communication autonomy: (1) the
local DBMS may or may not inform the global nser about local opera-
tions, and (2) a local DBMS is not responsible for synchronization of
global operations,

@ Execution autonomy. A local DBMS executes operations at its site
(global or local) in any manner it desires. In other words, a global oper-
ation is executed as any “normal” local operation executing at the local
site. This implies that the local DBMS has the option of refusing or
aborting any operation {global or local).
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In addition to autonomy, heterogeneous data access is an important aspect
of a multidatabase system. Multidatabase systems are designed to access a
multitude of data, irrespective of the system, data type, or particular local
access method. Heterogeneity occurs in the form of software or hardwqre.
Support for heterogeneity is a tradeoff betwegn .d.eveloph}g' anq making
changes in both hardware and software, and limiting participation. As' a
result, as the number of local systems and the degree of heterogeneity
among these systems rises, the cost of integration into the global MDBMS
increases. Furthermore, the global system software must also support any
local deficiencies. Particularly with MDBMSs, antonomy and heterogen‘elty
leads to issues in schema integration, query languages, query processing,
and transaction management.

3.2 Multidatabase Issues

3.2.1 Schema Integration

When accessing a large amount of heterogeneous data, an MDBMS must
address the schema issues related to data represenfafion transparency,
system transparency (interoperability), and location transparency. LOf:al
databases have their own schema, and the goal of an MDBMS is to provide
an integrated schema that presents a logical, global view of the data. .

There are many ways to model a given real-world object (or relahqn—
ships to other objects). Local databases are developed independeptly with
differing local requirements. Therefore, it is a reasonable assumption that a
multidatabase system contains many different models or IepI(:::SBIltaEIOIllS for
similar objects. The differences in data representation which multidata-

bases address are [10]:

e Naming differences. Different information sources and services may
have different conventions for naming data objects.

o Format differences. Differences in data type, domain, scale, and precision
are types of format differences.

o Structural differences. Depending on how an object is used by a database,
it may be structured differently throughout local databases.

e Missing and conflicting data. Databases that model the same real-world
object may have conflicts in the actual data values recorded.

System transparency issues occur in the type of system, petwork connec-
tion, protocol, and data model (i.e. relational, object-oriented, network,
hierarchical, etc.) used at the local level of a multidatabase system. The
extent of system transparency in a multidatabase system is a tradeoff
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between writing transiation code (in the form of a gateway or middleware),
and limiting local system participation in the multidatabase [10]. Location
transparency refers to both the distribution and Jocation of the data. A mul-
tidatabase system usually provides location transparency such that a user
can submit a query to access distributed objects without having to know the
actual location of the object. In a large multidatabase system, a user could
not be expected to remember or include the location of objects within a par-
ticular query. Distribution transparency hides the distribution of data from
the user. In other words, the manner in which the data is distributed across
the multidatabase is transparent to the user,

3.2.2 Query Languages and Processing

The basis of global query processing is similar across most MDBMSs. A
global query is submitted to the system, and the query is decomposed into a
set of subqueries—one for each local DBMS involved in the transaction.’
Query optimization is used to create an efficient access strategy that
includes: (1) which local DBMSs are involved, (2) the operations to be per-
tormed at the local DBMSs, (3) integration of intermediate results from the
local DBMSs, and (4) the location(s) of the global processing. During the
actual execution of the query, the queries may require translation at several
levels due to query language and data representational differences at the
local DBMS. Furthermore, the distributed nature and execution autonomy
of an MDBMS along with different processing capabilities at a local DBMS
create additional challenges to an MDBMS. Additional considerations
include communication bottlenecks, hot spots at servers, data fragmenta-
tion, and incomplete local information [20, 35, 39]. These issues place
additional constraints on the query processor. However, despite these diffi-
culties, the query processor must be able to efficiently handle the query
processing as well as efficiently manage the global resources.

3.2.3 Transaction Management and Concurrency
Controf

An MDBMS transaction management scheme must guarantee correctness
under all circumstances. By correctness, a transaction. should satisfy the
ACID properties {20]. Maintaining the ACID properties is desirable in any
MDBMS, however, difficulties arise from the requirement to maintain the
auntonomy of a local DBMS in a multidatabase environment. Local auton-
omy states that each local DBMS retains complete control over its data. This
implies that local operations are outside the control of the global system.
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Therefore, the operations in a transaction can be subjected to large delays,
frequent or unnecessary aborts, inconsistency, and deadlock. ‘ o

Finally, concurrency control is an issue which requires cons1delzat1on ina
multidatabase system. Concurrency control in a multidatabase refers to the
serializability of global and local transactions. The global system has infor-
mation regarding global ransactions; however, due to local autonomy, th_e
local transactions are not seen at the global level. Therefore, direct or indi-
rect conflicts may arise between local and global transactions. Concurrency
control in multidatabase systems should address the issues involved with
detecting and resolving these conflicts.

Many of the issues that are involved with accessing data in an N[D]::’»MS
are summarized in Table IV, Comparing these characteristics to those listed
in Table III for a mobile computing environment, one can find many si_mi-
larities between the two data processing environments. In the next section,
we address these characteristics, and discuss the similarities and differences
between an MDBMS and mobhile computing environment.

TABLE IV
SUMMARY OF MULTIDATABASE ENVIRONMENT ISSUES

Multidatabase environment issues Description

Site autonomy Local control over resources 'and data. Thl'ee
different forms of autonomy inciude design,
communication and execution,

Heterogeneous interoperability Hardware and software heterogeneity.

Correct transaction management should satisfy t}}c
ACTD properties {Atomicity, Consistency, Isolation,
and Durability).

Transaction management and
concurrency control

Distribution of data in the MDBMS is transparent to
* the user.

The location of the data in the MDBMS is
transparent to the user,

Distribution transparency

Location transparency

The user should be able to access the desired data
irrespective of the system.

System transparency

Representation transparency includes naming
differences, format differences, structural
differences, and missing or conflicting data.

Representation fransparency

Intellizent search and browsing of The MDBS should provide a means for the user tlo
data efficiently search and browse the data contained in
the MDBMS.

An MDBMS should be able to efficiently process

Intelligent query resolution
and optimize a query submitted to the system.
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4. The MDAS Environment

There are similarities in the objectives of effectively accessing data in a
multidatabase and a wireless-mobile computing environment. This chapter
proposes to superimpose a wireless-mobile computing environment on an
MDBMS to realize a system capable of effectively accessing data over a
wireless medium. This new system is called a mobile data access system
{MDAS). By superimposing an MDBMS onto a mobile computing environ-
ment, one should be able to map solutions easily from one environment to
another. This section will discuss the issues needed to support this new com-
puting environment. Furthermore, we will discuss the structure of the
summary schemas model (SSM), a heterogencous multidatabase environ-:
ment [11], and show how the SSM is used as the underlying multidatabase
environment in an MDAS.

A summary of the issues facing a multidatabase and those involved in a
mobile system is given in Table V. Both systems have autonomy and het-
erogeneity requirements, where the mobility of a system introduces more
complexity. The objective of either system is to provide access to data,
where the clients and servers of an MDBMS are typically connected through
fixed network connections, and the clients in a mobile environment are typ-
ically connected through a wireless connection. Both systems must address
the data, software, and hardware heterogeneity issues as discussed in sec-
tions 2.2 and 2.3. The larger number of potential data sources, the mobility,
and the resource constraints in a mobile environment further complicates

TABLEV
MULTIDATABASE AND MOBILE SYSTEM COMPARISON

Mobile system Multidatabase system

Site antonomy

Heterogencous interoperability
Transaction management and
concurrency control

Disconnect and wealk connection support
Support for resource scarce systems
Distribution transparency

Location transparency

Location dependency

System transparency

Representation transparency
Intelligent search and browsing of data
Intelligent gquery resolution

NENN

200006 ® < S

@I O0OOXOOXO

Key: v Required; @ Desirable; O Optional; X Not required
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access to the data. The literature has addressed the heterogeneity issues in. an
MDBMS [10, 11]. However, these issues have not been addressed ip a wire-
less-mobile computing environment, Traditionally, wireless-mobile com-
puting researchers have investigated and addressed wi.reiess connection,
mobility, and portability issues, but have been inclined to ignore many of the
issues related to heterogeneity. Consequently, the combined solutions from
an MBDMS and a wireless-mobile system should be developed to form an
integral part of any MDAS.,

Autonomy of a system implies that the system should have gomplete
control over the local data and resources, and be able to operate indepen-
dently. In a multidatabase system, this is referred to as site autonomy, where
a local DBMS is autonomous with respect to other systems in the MDBMS.
In a mobile system, autonomy refers to the mobile user/application, where
the level of autonomy is a function of the available resources (network, pro-
cessing, storage, etc.). The level of autonomy also varies depending upon
the mobile awareness of a particular application, and the support provided
by the system. The quality of the wireless/fixed network com"lection an‘d Fhe
processing capacity of the hardware are the primary factors in determ1‘nmg
the level of application-autonomy that is required. This type of Yanable
autonomy is only possible if the system and application support this func-
tionality. Some systems may only provide partial application autonomy, or
may not even provide any support for this functionality. An MDAS should
support both site-level and application-level autonomy.

Schema integration issues include data representation, system, and loca-
tion transparency issues. As with heterogeneity, these issqus have been
extensively researched in multidatabase systems [10, 11]. A primary goal of
an MDBMS is to present the user with an integrated, global schema of the
data. However, in a wireless-mobile computing environment, researchers
have overlooked the importance of schema integration in a data access
system, Particularly since mobility tends to increase the degree ‘of h_eterogfa-
neous data available, an MDAS must address schema integration issues in
order to present the user with a viable solution for accessing heteroge.neous
data. Furthermore, mobility introduces an additional challenge in that it may
be desirable to have location dependence when accessing data. In such
instances, the content and representation of the data could actually depend
upon the location of the accessing the data.

Query processing issues are well understood in an MDBMS. A global
query is submitted to the system, and the query is decomposed into a set of
sub-queries, one for each local DBMS involved in the transaction. In a
mobile environment, where the processing power, storage, and energy may
be restricted, query processing is non-trivial. If a mobile unit‘has sufficient
resources to perform the query processing, then the query in the MDAS
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could be processed and executed similar to a query in an MDBMS.
However, if the resources are limited, then the processing should be per-
formed by a fixed, more resourceful computing device in the MDAS. One of
the disadvantages of this method is that there may be an increase in the
networl traffic, which poses a problem in a wireless connection. Different
strategies to address these issues include object-oriented designs, dynamic
adjustment to bandwidth changes, data distillation, and query processing on
fixed network devices [10, 23, 44].

Effectively accessing the data in a heterogeneous environment may
require an efficient means of searching/browsing the data, in addition to an
efficient mechanism to resolve and process a user’s query. In a mobile envi-
ronment, this may be more difficult to realize due to network, storage, pro-
cessing power, and energy restrictions. Similar to query processing, the
processing could be performed by a fixed, more resourceful computing
device in the MDAS if the local host does not have the tesources to
search/browse data. Furthermore, network traffic increases depending upon

~ the storage capacity of the mobile unit. The lower the storage space the local

unit contains, the more the likelihood increases of generating network
traffic. In other words, if the local node could store more information and
data about the global schema and data, additional local processing (and
hence less network traffic) could be achieved.

Transaction processing and concurrency control is an important, yet
extremely challenging aspect of data processing. MDBMS researchers have
been faced with the problem of maintaining serializability for global trans-
actions, The problem of maintaining serializability in a multidatabase is
complicated by the presence of local fransactions that are invisible at the
global level. There are two methods used to maintain serializability in an
MDBMS:

L. Botiom-up approach. The global serializability is verified by collect-
ing local information from the local DBMSs and validating the serial-
ization orders at the global level. The global scheduler is responsible
for detecting and resolving incompatibilities between global transac-
tions and local serialization orders. Optimistic concurrency control
mechanisms are usually used with the bottom-up approach. This opti-
mistic nature allows for a higher degree of concurrency among trans-
actions. However, the higher throughput is achieved at the expense of
lower resource utilization and more overhead due to rollbacks from
failed transactions.

2. Top-down approach. The global scheduler is allowed to determine the
serialization order of global transactions before they are submitted to
the local sites. The local DBMS must then enforce this order at the
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local site. This method is a pessimistic approach, and subsequently
Ieads to a potentially lower degree of concurrency. It forces the glgbal
order on the local schedulers. Consequently, runtime decisions
regarding the ordering of transactions is not needed.

In an MDAS environment, the system should be able fo provide global
serializability and local autonomy fo a user using a wireless connection. Th'e
restrictions imposed by a wireless connection have led to the use of opti-
mistic concurrency control schemes in mobile-wireless environments
[22,25, 36, 39]. In addition, an application in an MDAS may be rc?qui‘red tlo
use both weak and strong consistency rules, where the applicafion is
required to adapt to changing environmental conditions. An operation uses
weak consistency guidelines when data in a write operation is updated or
written without immediate confirmation, and data in a read operation.ls
based upon an approximately accurate value. In MDBMSs, weak consis-
tency is used to increase global transaction throughput. In an MDAS, weak
consistency may be required due to disconnection and/or a weak network
connection. -

Mobility and some of its consequences—e.g. disconnecuon.and weak
connections (communication restrictions), processing, storage, display, and
energy restrictions—introduce additional complexities when a user
accesses data. A local cache and prefetching in a mobile unit has been exten-
sively used to address the problems associated with disconnection anFi Wea.k
connections. The idea is that when a disconnection oceurs, the mobile unit
operates in an autonomous state while performing operations on the local
cache, When the connection is re-established, a resynchronization between
the cache in the local unit and the server occurs [4, 15,47]. The usc of
various prefetch schemes has been used to ensure that the required data

is available in the cache during a disconnection [4,36,44,46,51].
Additionally, some type of quening mechanism is usually provided in order
to perform operations on data that may not be contained in the cache [41.
Predictive schemes, where the system is actually able to anticipate a discon-
nection, are used to lessen the impact of a disconnection. Finally, broadcast-
ing of data on wireless channels has been suggested in order to reduce
network traffic [52]. N

Finally, processing power and display limitations in a mobile unlu: intro-
duce additional challenges to an MDAS. Offloading the processing per-
formed on the local unit to fixed hosts is commonly used in wireless-mobile
environments. Data distillation is commonly used to address the display
network limitations of a mobile unit. Many mobile units are not capable c?f
displaying multimedia data (video, images, sound, etc.). Data distillation is
a process where incoming data is “distilled,” or processed, such that only

TaBLE VI
SUMMARY OF ISSUES AND SOLUTIONS FOR AN MDAS
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Solutions

Issues

Characteristics

Provide both site-level and application-level

autonomy.

Autonomy is required in an

MDAS system.

Site autonomy

Use traditional methods for heterogeneity from

MDBMSs.

Heterogeneous interoperability
is required in an MDAS system.

Heterogeneous interoperability

Use a bottom-up approach with
optimistic concurrency control.

Provide global serializability

to transactions.

Transaction management and

COnCurrency control

Local cache, prefetching, and broadcasts.

A wireless medium results in lower
bandwidth and disconnections.

Disconnect and weak connection

support

]

Object-oriented design, multi-tiered architecture

Limited processing power, storage,

energy, and display.

Support for resource scarce systems

offload processing to fixed hosts, data distiilation, and

broadcasting.

Distribution transparency
Location transparency
Location dependency
System transparency

Use traditional methods for schema integration

from MDBMSs.

Schema integration issues, and

greater impact due to mobility,

Representation trangparency

Reduction of local data storage requirements, object-

]

Limited processing power, storage

energy, and display.

Intelligent search and browsing

of data

oriented design, multi-tiered architecture, and offload

processing to fixed hosts.

Object-oriented design, multi-tiered architecture,

Limited processing power, storage,

energy, and display.

Intelligent query resolution

offload processing to fixed hosts, and data distillation.
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portions of the data that the unit is capable of displaying are s}}own on th_e
screen. Furthermore, if network bandwidth is limited, data distillation is
used to reduce the network traffic by distilling video, images, or sound. In
order to address the limitations inherent in a mobile unit, an MDAS Should
use some or all of these aforementioned methods. A summary of the issues
and possible solutions in an MDAS are given in Table VL

41 Summary Schemas Model for Multidatabase Systems

Accessing a heterogeneous muitidatabase system is a challenging
problem. Multidatabase language and global schema systems suffer from
inefficiencies and scalability problems. The SSM has been proposed as an
efficient means to access data in a heterogeneous multidatab'ase environ-
ment [11]. The SSM primarily acts as a backbone to a mult_ldatabase for
query resolution. It uses a hierarchical meta structure that provides an incre-
mentally concise view of the data in the form of summary schemas. The
hierarchical data structure of the SSM consists of leaf nodes and summary
schema nodes. Bach leaf node represents a portion of a local databas;e thgt is
globally shared. The summary schema nodes provide a motre concise view

Summary Schema
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1 (Level 1)
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F1G. 5. Summary Schemas Model, N levels, and M local nodes.
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of the data by summarizing the schema of each child node. Figure 5 depicts
the architecture of the SSM. The terms in the schemas are related through
synonym, hypernym and hyponym links [11]. Synonyms are words with a
similar definition, and are used to link terms within the same level of the
hierarchy. A hypernym is a word that has a more comprehensive and general
definition, whereas a hyponym is a word that has a more precise definition.
Hypernyms and hyponyms are used to establish links between terms of
parent and child nodes.

The SSM intelligently resolves user gueries [11]. When the user knows
the precise access terms of a local database, the query is directly submitted
to the corresponding local data source. However, when the precise access
terms and/or location of the data not known to the user, the SSM processes
the query in the user’s own terms and submits a global query to the system.
A simulation and benchmark of the SSM model was performed, and the
benefits are shown in [10, 11, 14}. The simulator compared and contrasted
the costs of querying a multidatabase system using precise queries (access
terms and locations are known) against the intelligent query processing
using the SSM for the imprecise queries {access terms and locations are
unknown). The results showed that the intelligent query processing of the
SSM and an exact query incurred very comparable costs (i.e. there were only
small overhead costs to using the SSM) [11]. Interestingly, using intelligent
SSM query processing actually outperformed an exact query in certain
circumstances [14]. These results are very relevant to an MDAS in that a
user would most likely require this functionality while accessing hetero-
geneous data sources. .

The SSM provides several benefits to the user over traditional multidata-
base systems, which can be directly applied to an MDAS. These include:

e The SSM provides global access to data without requiring precise
knowledge of local access terms or local views. The system can intelli-
gently process a user’s query in his/her own terms.

e The SSM’s hierarchical structure of hypernym/hyponym relationships
produces incrementally concise views of the global data, The overall
memory requiremenis for the SSM, compared to the requirements
of a global schema, are drastically reduced by up to 94% {14].
Subsequently, the SSM could be kept in main memory, thus reducing
the access time and query processing time. Furthermore, for very
resource limited devices in an MDAS, only portions of the upper levels
of the SSM meta data structure could be stored locally, which would
still provide a global view (albeit less detailed) of the system.

® The SSM can be used to browse/view global data in the multidatabase
system, The user can either (1) follow semantic links in a summary
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as node, or (2) query the system for terms that are similar to the
chgf’ls access Eerm(s.)l?l either case, the SSM gould be quad to bi"ovlvse.
data by “stepping” through the hierarchy, or view sgmantma.lly m_xml{al
data through queries. Moreover, for resource limited devices m an
MDAS, portions of the upper levels of the SSM could be: used {(()1
provide a global view (albeit less detailed) of the system, which cou
be used for browsing/searching.

5. Transaction Management and Concurrency Control

A transaction is one of the fundamental concepts in a DBMS. A trz.msac‘—
tion is esseniially a set of read and write operations perfo;med on data 1tcms.l
It is atomic in that every operation in the transaction e1_ther compietes,‘.m
does not complete. In other words, tra.nsaction‘s comprise read an‘d ymte
operations terminated by either a commit operation, or an abort operation.

In order to increase the overall throughput, ‘transactlonr? are executed con-
currently. The operations of different transactions can be m.terleaved.as lc‘)ng
as each transaction adheres to the ACID properties. T_he incorrect mtel'fu.:—
tion of operations between two concurrent transactions is the only mannet 1fn
which an inconsistency can occur in the system. TWO regd operations by dif-
ferent transactions, however, do not cause inconsistencies because the data
values are not changed. The inconsistencies that occur are due to three

anomalies [20]:

(1) Lost update. An update by one of two Fransactions 1S .1ost. 1F'c_n‘
example, in a lost update, a write operation by transaction T : is
ignored by transaction T2. Transaction T2 writes based upon the orig-
inal value of the data before transaction T1 a!tered. the .da!fa. .

(2) Dirty read. The final version of a read operation is inconsistent
because if is not the final version of another transaction. For example,
transaction T2 writes to a data item, then transaction T1 reads the
data, and then transaction T2 makes further change§ to the data.

(3) Unrépeatable read. Two read operations return dlffgrent values. In
this case, transaction T1 reads a data object, transaction T2 changes
the data, followed by transaction T1 reading the altered value of the

data,

These three anomalies are the basis of concurrency control; if they can be
prevented, then the transactions may be interleaved in any manner [20}‘.‘Thls
section introduces some additional background material for concurrency
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control. Subsequently, a new concurency control algerithm is introduced
and discussed.

5.1 Multidatabase and MDAS Transaction Processing Model
There are two basic transactions in an MDBMS:

® Local transactions. Transactions that are executed at the local site on
local data. These transactions are managed only by the local system,
outside the contro} of the MDBMS.

® Global transactions. Transactions that are submitted through a global
interface executed under the control of the MDBMS. A global transac-
tion consists of a number of potential sub-fransactions executing at
muitiple local sites. Each sub-transaction, though, appears as a regular
local transaction to the local DBMS.

The autonomy requirement of local databases in an MDAS introduces
additional complexities in maintaining serializable histories because the
local transactions are not seen at the global level. There are two types of
conflicts that may arise due to the concurrent execution of transactions—di-
rect and indirect contlicts. A direct conflict between two transactions T, and
T, exists if, and only if, an operation of T, on data item x (denoted O(T,(x)))
is followed by O(T,(x)), where 7, does not commit or abort before O(T (x)),
and either O(T /x)) or O(Tyfx)) is a write operation. An indirect conflict
between the two transactions T, and T, exists if, and only if, there exists a
sequence of transactions 7', T,, ... T, such that T, is in direct conflict with
T, T; is in direct conflict with 7,, ..., and T, 1s in direct with T, [8].

5.1.1 Indirect Conflict Example

Indirect conflicts are due to the execution of local transactions that can
not be seen at the global level. The following example illustrates this
problem. Suppose we have two sites and four transactions, Site 1 contains
data items s and #; Site 2 contains data items x and ¥. There are two global
transactions T, and T,, and two local transactions 71 and Tp,. A w indi-
cates a wrile operation, and an r indicates a read operation on a data item,
The following operations represent the four transactions:

T w(GL,8), we, (G1, »)
s 1(G2,X), 1(G2,
T w(L1, 0 rL1,5)
Ty TL2, ) w(L2, x)

Assume that a history is generated where T has executed wg,(s) and T,
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has executed rg,(x). Next, the two local transactions are executed. Finally,
T, executes wg(y) and T, executes r;(t). This results in the following
histories at site 1 and site 2:

Site 1: w(G1, s}, wL1, 5, r(L1,8), r(GZ,0
Site 2: r(G2, x), FL2, y), w(L2,x), w{G1, »)

The resulting local serialization graphs of each local site are both acyclic
as shown in Figs 6 and 7. However, the resulting global serialization graph
shown in Fig. 8 contains a cycle, Therefore, although there are no direct
conflicts between global transactions, and each serialization graph at the
local site is acyelic, a cycle is introduced in the global serialization graph
due to the local operations. Since the GTM usually does not have any infor-
mation regarding the transactions running at the local system, these types of
indirect conflicts are very difficult to detect [8]. The reason that indirect
conflicts do not occur in distributed database systems is that these solutions
assume local sites are tightly coupled, homogeneous systems. Each site is
also assumed to use the same concurrency control scheme along with the
sharing of local control information, L.e. WFGs, serialization graphs, etc. It
should also be noted that in the above example, if every site were Lo use a
locking scheme for serialization, then a global deadlock would result.

5.1.2 Direct Conflict Example

The previous example illustrated the problem which arises with indirect
conflicts from local transactions. It is possible for direct conflicts between
global sub-transactions also to result in inconsistent data. The following

FIG. 7. Local conflict graph of local site 2.
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G, 8. Global conflict graph.

example of two giobal transactions illustrates this problem. Suppose we have
two global transactions G1 and G2, operating at two sites, Site 1 containg the
data item x, while site 2 contains data item y. The following operations

represent the two transactions:
w{G1,x) and w((G2,x)
w(GL, ) and w(G2,¥)

The following histories are generated at site 1 and site 2:

Site 1: w(G1,x) and w{G2,x)
Site 2: w(G2, y) and w{G1,y)

The local serial}'zation graphs are acyclic for each local site as shown in
Figs 9 and 10. Figure 11 shows that the global serialization graph contains a

cycle. This cycle is due to a direct conflict between the ¢ ¢
actions, G1 and G2. © o global trans-

Gl " G2

FI1G. 9. Local conflict graph of site 1.
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FiG. 10. Local conflict graph of site 2.

Fig. 11. Global contlict graph of a direct conflict.

5.2 MDBMS Serializability Solutions

An MDAS should maintain a globally serializable history f01: correct exe-
cution of concurrent transactions. This means that the global hlstlory Shou_ld
be conflict free while preserving as much local autonomy as poss1jble. Wl.ul'e
the MDBMS is responsible for producing a globally seqahzable history, it is
assumed that the local concurrency control system will produce a locally
serializable history as well. Tt is important to note that the MDBMS needs to
address both direct and indirect conflicts between global transactions. The
remainder of this section describes several concurrency control algorithms
that have been developed for an MDBMS.

5.2.1 Forced Conflicts under Full Autonomy

When a local site operates under full autonomy, there is no knowledge of
the underlying concurrency conirol scheme used a!t 'the local DBMS.
Furthermore, modifications to the local MDBM.S ‘to fac1ht‘at.e global concur-
rency control are not permitted under any condu:mn.s. This 1ncludes the usei
of the two-phase commit (2PC) or any other distributed commit protoco

-equires a “prepared state,”
th?lf}izqomnisslmoin%racticai solution to multidatabage concurrency con.troé
that operates effectively under these stringent re-qmrements is the fmg:e
conflict method [19]. Global serializability is achieved by for.cmg conflicts
among global transactions through special data items called tickets. Global
transactions at each site are required to read, increment, and subsequently
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write the new value of the ticket. The main disadvantage to this method is
that the ticket operation may lead to numerous false aborts when using
an aggressive policy, or lower concurrency when using a conservative
policy {8].

5.2.2 Site Graph Algorithm

The site graph algorithm takes a conservative approach towards address-
ing MDBMS concurrency control [6]. This algorithm is somewhat similar to
the lock-per-site algorithm [2]. The site graph algorithm maintains an undi-
rected graph to execute concurrent transactions. Nodes in the graph repre-
sent transactions and sites that contain the data items accessed by a global -
transaction. The edges in the graph represent the sites spanned by a global
transaction. For each global transaction, edges are added to the graph
between the transaction and each site node in which the transaction partici-
pates. If a cycle in the site graph is detected, the transaction that caused the
cycle is delayed until the graph becomes acyclic.

A transaction node and its associated edges can only be safely removed
from the graph if the transaction aborts. Because conflicts may still occur
after a transaction commits, a committed transaction node can only be safely
removed from the graph if there are no paths to an uncommitted transaction
[5]. This algorithm suffers from Iower concurrency because a cycle in the
graph does not necessarily imply an existing conflict, but it is used as a
method to prevent possible conflicts,

5.2.3 Locking Schemes

When the Tocal sites use locking schemes for concurrency control (i.e.
most commercial systems), deadlocks resulting from either direct or indirect
conflicts are the major challenge at the multidatabase level. A deadlocked
global transaction could potentially block global as well as local transac-
tions in multiple sites and, hence, will block resources and potentially
reduce overall throughput at both global and local transaction levels.

It has been proven that if all local sites produce strict schedules and the
transaction uses an atomic commit protocol then the resulting global sched-
ule history is guaranteed to be serializable [7, 8]. It has been similarly shown
that if all local sites produce at least recoverable schedules then it is suffi-
cient to synchronize only the commit operations of the global transaction in
order to ensure global serializability [6].

There are several multidatabase concurrency control schemes such as
potential site graph locking [6], altruistic Jocking {8], site-graph method [6],
ITM [54], and 2PC Agent [52] that use locking as the basis for concurrency



152 4. B. LIM AND A. R. HURSON

control. When used in an environment where local sites pl"oduce striet hlsto—
ries, these algorithms result in serializabig .Schedules by either preventmg or
ing deadlocks arising between contlicts.
defggéllilfformation about the status of a local lock (pending or granted) qf a
data item is obtained from the acknowledgement of a tragsacﬂonal operation
at the local site. Main disadvantages are that (1) there 1s no way to d‘1st.1n—
guish between direct conflicts and indirect conflicts, and (2) every o‘pgatlon
that is sent to a local site, from a global coordinator, must be individually
ed. _

acizo‘dﬁilsﬁlgssed before, a multidatabase transaction manager must process
global transactions between loosely coupled, hete.ro.ge.m?ous systems whllle
preserving as much local autonomy as possible. Mmumz_mg com‘mum(.:ation
overhead in the system is also an important factor, partlcuiarly ina filst}ib—_
uted environment consisting of mobile units and wueless commuglcatlon.
Furthermore, the cost of a multidatabase transaction processing 18 .bas%d
gpon parameters that are significantly different from the trachtl(')na% distrib-
uted database systems and, hence, the tradeoffs between agg[?,sswe a.nc_l con-
servative concurrency control schemes could .be a deFermmmg.faCtol. The
proposed MDAS concurrency cont1'0¥ algonthm, discussed in the next
section, is intended to address these objectives.

5.3 Concurrency Control for an MDAS

The proposed v-locking algorithm uses a global locking sche.me (GLS)in
order to serialize conflicting operations of glol?al transactions. Qlobg.l
locking tables are used to lock data items involved in a gl(?bal transaction in
accordance with the two-phase locking (2PL) rules. In ty}_nca] muitlda‘tab?tse
systems, maintaining a global locking table would Tequire communication
of information from the local site to the global iransaction manager (GTM)
regarding locked data items. This is impractical due to the delay and amount
of communication overhead involved. '

In the proposed algorithm, the MDAS is a collectu_m of summary s'che_ma
nodes and Iocal databases distributed among local sites. A communication
network as previously shown in Fig. 5 interconnec_ts the SSM nodes :emd
databases. The only difference in the MDAS model is II;hat any communica-
tion link can be modeled as a wireless link. A transaction consists of a col-
lection of read {(r), write (w), commit (c), and abort (a)' OPBT&HOHS. The
MDAS software is distributed in a hierarchical structure similar o th&? hier-
archical structure of the SSM. Subsequently, transaction management 1 per-
formed at the global level in a hierarchical, distﬁbute(‘i manner.

The motivation behind using a hierarchical transaction management orga-
nization is due to the hierarchical structure of the SSM and the fact that such
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an organization offers higher performance and reliability [11, 31]. A global
transaction is submitted at any node in the hierarchy—either at a local node
or at a summary schema node. The transaction is resolved and mapped into
sub-transactions by the SSM structure {11]. The resolution of the transaction
also includes the determination of a coordinating node within the stricture
of the SSM—the coordinating node being the lowest summary schema node
that semantically contains the information space manipulated by the global

transaction. The concurrency control algorithm is based upon the following
assumptions:

(1) There is no distinction between local and global transactions at the
focal level.

(2) A local site is completely isolated from other local sites.

(3) Each local system ensures local serializability and freedom from local
deadlocks.

(4) Alocal database may abort any transaction at any time within the con-
straints of a distributed atomic commit protocol. The most widely
supported distributed atomic commit protocol in commercial systems
is the two-phase commit (2PC), and therefore our algorithm relies on
the constraints of the 2PC. A distributed atomic commit protocol
usually means that the local system will have to give up a certain
degree of autonomy. In the case of the 2PC, once the “Yes” vote is
given in response to a “Prepare to Commit” message, the local system
may not subsequently abort any operation involved with the vote.

(5) Information pertaining to the type of concurrency control used at the
local site will be available. In order for systems to provide robust con-
cuirency and consistency, in most systems a strict history is produced
through the use of a strict 2PL scheme, Therefore, the majority of
local sites will use a strict 2PL scheme for local concurrency control.

As a result, the MDAS coordinates the execution of global transactions
without the knowledge of any control information from any local DBMS.
The only information (loss of local autonomy) required by the algorithm is
the type of concurréncy control performed at the local sites, i.e. locking,
time stamp, unknown, etc.

5.3.1 Algorithm

The semantic information contained in the summary schemas is used to
maintain global locking tables. Since each summary schema node contains
the semantic contents of its children schemas, the “data” item being locked
is reflected exactly or as a hypernym term in the summary schema of the
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GTM. The locking tables can be used in an aggressive manner where the
information is used only to detect potential global deadlocks. A more con-
servative approach can be used where the operations ip a transaction are
actually delayed at the GTM until a global lock request is grant‘ed. In either
case, the global locking table is used to create a global wait-for-graph,
which is subsequently used to detect and resolve potentigi g}oba} deadlocks.
Higher reliability at the expense of lower throughput is the direct conse-
quence of the application of semantic contents rather than an exact contents
for an aggressive approach. . .

The accuracy of the “waiting information” contained in t}?e graph 18
dependent upon the amount of communication overhead that is required.
The proposed algorithm can dynamically adjust the frequency of the com-
munications (acknowledgement signals) between the GTM and local sites,
based on the network traffic and/or a threshold value. The gumber of
acknowledgements that are performed varies from one per operation to qnly
a single acknowledgement of the final commit/abort of the transaction.
Naturally, the decrease in communication between the lo?al and_ global
systems comes at the expense of an increase in the number of potential false
aborts. This effect is illustrated in Fig. 12. The extent of this incorrect detec-
tion of deadlocks is studied in the simulation. . o

The pseudo-code for the global locking algorithm is given in Figs 13
and 14. Figure 13 describes how the wait-for-graph is cqnstructed based
upon the available communication. Three cases are conmdered:- (1) each
operation in the transaction is individually acknowledged, (2) write opera-
tions are only acknowledged, and (3) only the commit or abort of the trans-
action is acknowledged. For the first case, based upon the semantic contents
of the summary schema node, an edge inserted into the wait-for-graph 1s
marked as being an exact or imprecise data item. For each acknowledgement
signal received, the corresponding edge in the graph is marked as exact. In
the second case, where each write operation generates an acknowledgement
signal, for each signal only the edges preceding the last known acanWI-
edgement are marked as being exact. Other edges that have becn lsubmltted
but that have not been acknowledged are marked as pending. As in the pre-

silore Commuinication
sHigher Number of False Deadlocks

*Less Communication
sHigher Number of False Deadlocks

FiG. 12. Frequency of acknowledgements.
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Repeat
Case 1, 2, and 3 are chosen based upen the available bandwidth:
Case 1: Acknowledge cach operation
Repeat until commit or abort
For each operation in a glebal sub-transaction
If the lock for the data item is free
Aequire lock and add the entry into the lock table
Mark as exact or imprecise
Else
Queue the data item into the locking table
Enter edge into wail-for-graph and mark as acknowledged, exact or imprecise
‘Wait for free lock
Whait for acknowledgement
Mark the acknowledgement
End repeat
Case 2: Acknowledge write operations only
Repeat until commit or abort
Repeal until write
For each operation in a global sub-transaction
if the leck for the data item is free
Acquire lock and add the cntry into the lock table
Mark as exact or imprecisc
Else
Queue the data item into the locking table
Enter pending edge into wait-for-graph
Mark as precise or imprecise
Wait for Free lock
Wait for acknowledgement of write
Mark current and all proceeding read operations as acknowledged
End repeat for write
End repeat
Casc 3; Acknowledge commit or abort only
For each operation in a global sub-transaction
If the lock for the data item is free
Acquire lock and add the entry inio the lock table
Mark as exact or imprecise
Else
Queue the data item into the locking table
Enter pending edge into wait-for-graph
Mark as precise or imprecise
‘Wait for free fock
Wait for commit or abort
Mark operations as acknowledged

FI1G. 13. Global locking algerithm—insertion of edges.

vious two cases, in the third case, the edges are marked as representing exact
or imprecise data. However, all edges are marked as pending until the
commit or abort signal is received. Keeping the information about the data

and status of the acknowledgement signals enables us to detect cycles in the
wait-for-graph.
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Repeat every chiktime threshold . .
Check for cycles /* depth first search (DFS) is used for cycle detection ¥
Far each cycle delected
If all involved in eycle are exact data items AND acknowledged . -
Choose victim and break deadlock ## victim is chosen based upon “progress i
J# else if the fime threshold for imprecise data is reached o
Elsef time_clapsed > imprecise_data_time for all trapsactions 1n cycle AND
All are acknowledged
Choase victim and break deadlock
= if the ack passes a lime threshold #/ o
Else time_elapsed > acktime for all non acknowledged transactions in cycle
Choose victim and break deadlock

End repeat

Fic. 14. Global locking algorithm—detection of cycles.

Figure 14 shows how fo detect cycles in the wait-for-graph based on t}‘le
depth first search (DFS) policy [13]. The graph is checkedl for gycles aftc?i a
time threshold for each transaction. For all of the transactions involvedin a
cycle, if the exact data items are known and alt of the acknowledgements
have been received, then a deadlock is precisely detected ‘.':md bl'qlcen. %en
imprecise data items are present within a cycle, the algorithm will f:m‘lmfl_er
the cycle a deadlock only after a fonger tme thll'eshold has passed. Similarly,
a pending acknowledgement of a transaction is only used to break a df:ad—
lock in a cycle after an even longer time threshold has passed. The time
thresholds can be selected and adjusted dynamically to prevent as many
false deadlocks as possible. o

A potential deadlock situation may also occur due to the presence of indi-
rect conflicts. By adding site information to the global %ockmlg t.ables, an
implied wait-for-graph could be constructed using a'techm('iue similar to the
potential conflict graph algorithm [9]. A potential wal‘t—for— graph is a
directed graph with transactions as nodes. The edges are mserte_d_ between
two transactions for each site where there are both active and waiting trans-
actions. The edges are then removed when a transaction aborts or commuiis,
A cycle in the graph indicates the possibility that a deadlock has occul‘ré'd.

The term “active” simply means that the transaction has begun execution
at a site and is either actively processing, or waiting for a blocked resource.

For the transactions that are waiting, it is much more difficult to determine

exactly which resource is not available. In particular, indirecl:t‘ conflicts,
where global transactions are waiting for some local tralrlsagtion, are not
exactly detected. Since the status of the locks at the locgi sites 1 not known,
there is no way to accurately determine this information without .severe-ly
violating the autonomy of the local DBMS. Therefore, the potential wait-
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for-graph is used to detect potential deadlocks, The actual deadlocks in the
system are a subset of the deadlocks that are contained in the implied wait-
for-graph. Thus, as is the case when detecting deadlocks using global
locking, there is also the potential for false deadlock detection, To decrease
the number of false deadlocks, the potential wait-for-graph is used in con-
junction with a waiting period threshold. The waiting period threshold is
longer than the maximum time threshold used in the global locking tables.
This allows the global locking algorithm to “clear” as many deadlocks as
possible, and hence reduces the possibility of detecting false cycles in the
potential wait-for-graph. The pseudo-code for the extended algorithm is
given in Fig. 15. :

5.3.1.1 Handling Unknown Local Data Sources Finally, the issue
of handling the local “black box” site in which nothing is known about the
local concurrency control scheme is addressed. This algorithm is extended
to handle this case. Since nearly every commercial database system uses
some form of 2PL, this case will only comprise a small percentage of local
systems, Therefore, for this special case, the algorithm merely executes
global transactions at that site in a serial order. This is done by requiring any
transaction involving the “black box™ to first obtain a site lock before exe-
cuting any operations in the transaction. These types of locks will be
managed by escalating any lock request to these sites to the highest level
(site lock).

This section has examined some additional concurrency control issues in
an MDAS environment. A new hierarchical concurrency control scheme
was introduced and discussed. The scheme uses global locking scheme in
order to serialize conflicting operations of global transactions. The semantic
information in the summary schemas is used to maintain the global locking
tables, and reduce the communication required by the GTM in order to seri-
alize the global transactions.

Repeat every chktime threshold
Check for cycles in implied wait-for-graph * depth first search (DFS) used for cycle
detection ¥
For each cycle detected
If time_elapsed > peg_time for all transactions in cycle
/* victim is chosen based upon “progress™ #f
Choose victim and break deadlock
Else
Continue (o wail
End repeat

FIG. 15. Global deadlock detection—potential graph algorithrm,
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6. Evaluation of Proposed Algorithm

i i : ir d tests various aspects

The simulation models an MDAS envu_onmcnt an § ‘
of the algorithms—v-locking and p-caching. Through the mmulzlmon, t_he
proposed schemes are validated and the results are analyzed and dlscusged.

6.1 V-Locking Concurrency Control Scheme

6.1.1 Simulation

The performance of the proposed algorithm is evaluated thr.ough a Sln;}:;
lator written in C++ using CSIM. The simulator fo%- the v-lockmg. al‘gout
measures performance in terms of global trarllsacuon thrlo.ughput, 1.espc3nse.
time, and CPU, disk I/O, and network utilizatlor}. In addition, ti.]? S1mu1(_1t01
was extended to compare and contrast the behaviot of our al gomhm .aﬁamst
the site-graph, potential conilict graph, and the forced conflict algorithms.

Global Transactions

lq

Concurrency e
Control

Deadlock

No Deadlock

RAW, Commit, or Abort Scheduler

Commit/Abort

FIG. 16. Transaction flow at the global level.

HETEROGENEOUS DATA ACCESS IN A MOBILE ENVIRONMENT 159

The MDAS consists of both local and global components. The local com-
ponent comprises local DBMS systems, each performing local transactions
outside the control of the MDAS. The global component consists of the hier-
archical global structure, performing global transactions executing under
the control of the MDAS. Figure 16 depicts the global structure, whereas
Fig. 17 shows the flow of operations in the local components.

There are a fixed number of active global transactions present in the
system at any given time. An active transaction is defined as being in the
active, CPU, /O, communication, or restart queune. A global transaction is
first generated, and subsequently enters the active queue. The global sched-
uler acquires the necessary global virtual locks, and processes the operation.
The operation(s) then uses the CPU and I/O resources, and communicates.
the operation(s) to the local system based upon the available bandwidth.
When acknowledgements or commit/aboit signals are received from the
local site, the algorithm determines if the transaction should proceed,
commit, or abort. If a global commit is possible, then a new global transac-
tion is generated and placed in the ready queue. However, if a deadlock is

Ready Active

Restart

Blocked

-

Loral Transactions

Concurrency
Gontrol

Daadiock

Commit/Abort

Mo

Terminate

o

I

Communication

Gifobal System

Messages M

F1a. 17. Local transaction,
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detected, or an abort message is received from a local. site, theg the transac-
tion is aborted at all sites and the global transaction is placed in thc? restart
queue. After a specified time has elapsed, the aborted transaction 1s again
e active queue. .
plff:f(ih(::nlgzml sites,qthere are a fixed number of active local transactions.
The active transactions consist of both local transactions and global sub-
transactions. The local system does not differentiate between the two types.
An active transaction is defined as being in the active, CPU, 1/0, commun}ﬁ
cation, blocked, or restart queue. Transactions enter the active queue ‘and are
subsequently scheduled by acquiring the necessary lock on a data item. If
the lock is granted, the operation proceeds thl:ough the CPU and I/O queﬁe
and, for global sub-transactions, is communicated _back to the GLS. The
acknowledgement for these transactions is commllimcated back based upon
the available communication bandwidth. If a lock is not g.rant‘ed, the system
checks for deadlocks and will either place the transaction in the blocked
queue, or the restart queue. For local transactions, it goes into the restart
queue if it is aborted, and subsequently it will be 1'estgrted jater. Upon a
commit, a new local fransaction is generated and‘pla_ced in the ready queue.
For global sub-transactions, an abort or commit signal is communicated
back to the GLS and sub-transaction terminates.

6.1.2 System parameters

The underlying global information sharing process is comppsed of 19
local sites. The size of the local databases at each site can be var'led, an'd hz}s
a direct effect on the overall performance of the system. The simulation is
run for 5000 time units, and the average of 10 runs is taken for the values
presented. The global workload consists of randomly gene_rated global
queries, spanning over a random number of sites. Each operation of a sub-
{ransaction (read, write, commit, or abort) may require data and/or acknowl-
edgements to be sent from the local DBMS. The frequency of mt?ssaglt;:s
depends upon the quality of the network link. In order to detelmlpe t e.
effectiveness of the proposed algorithm, several parameters are varieq for
different simulation runs. These parameters for the global system are given
in Table VII, along with their default values. ‘

The local systems perform two different types of transactions, local and
global. Global sub-transactions are submitted to the local DBMS anq appear
as a local transaction. Local transactions are generated at the local sites and
consist of a random number of read/write operations. T%le on!y dlffe1‘enge
between the two transactions is that a global sub—transz.lcnon w?ll commuri-
cate with the global system, whereas the local transaction terminates upon a
commit or abort. The number of local transactions, which can be varied,
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TABLE VI

GLOBAL PARAMETERS
Global system parameters Default value
The number of local sites in the system 10
The number of data items per local site 100
The maximum number of global transactions in the system. This number
represents the global multiprogramming level 10
The maximum nuniber of operations that a global transaction contains 8
The minimum number of operations that & global transaction contains 1
The service time for the CPU queune 0.005 sec
The service time for the O quene 0.010 sec
The service time for cach communicated message to the local site : 0.100 sec
The number of messages per operation (read/write) 2

affects the performance of the global system. In addition, the local system
may abor( a transaction, global or local, at any time. If a global sub-transac-
tion is aborted locally, it is communicated to the global system and the
global transaction is aborted at all sites. The various parameters for the local
system are given in Table VIII along with their default values. Both the
global and local systems are modeled similar to models used in [1, 9].

6.1.3 Performance Results

The performance of the algorithm (V-Lock) is evaluated relative to the
number of completed global transactions, the average response time, as well
as the communication utilization at each local site, In addition, the simula-
tor compares and conirasts the proposed algorithm against the potential con-
flict graph method [7], site-graph method [2], and the forced conflict

TABLE VIII
LOCAL PARAMETERS

Local system parameters Default value

The maximum number of local transactions per site, This number represents

the local multiprogramming level 10
The maximum number of write operations per transaction 8
The maximum number of read operations per transaction 8
The minimum number of write operations per transaction 1
The minimum number of read operations per transaction 1
The service time for the local CPU quene . (.005 sec
The service time for the local I/O quene (0.010 sec
The service time for each communicated message to the MDAS 0.100 sec
The number of messages per operation (readfwrite) 2
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FIG. 18. Comparison of different concurrency control algorithms.

method [19]. Figure 18 shows the results. As can be conc.iuded, I:he V-Lock
algorithm has the highest throughput. This result is consistent leth the fact
that the V-Lock algorithm is better able to detect global conflicts and thus
achieves higher concurrency than the other algorithms. As can be seen, the
maximum cccurs at a multi-programming level approximatel}( equal to ten.
As expected, as the number of concurrent global transactionslmcreases, the
number of completed global fransactions decreases due to the increase in the
number of conflicts.

Figure 19 shows the relationship between the global throughput and 'the
number of sites in the MDAS. The number of sites was varied from 10 sites
to 40 sites. The throughput decreases as the number of sites is increased. By
fragmenting the data across more sites, the probability of a global transac-

Throughput for Different Number of Sites
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FiG. 19. Giobal throughput varying the number of local sites,
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FiG. 20. Comparison of the percent of completed global transactions.

tion spanning over more sites also increases. This increases the likelihood of
a contlict occurring and consequently, the lower throughput.

The simulator also measured the percentage of completed transactions
during a certain period of time for the V-Lock, PCG, forced conflict, and
site-graph schemes. Figure 20 shows the results. In general, for all schemes,
the number of completed transactions decreases as the number of concurrent
transactions increases, due to more conflicts among the transactions.
However, the performance of both the forced conflict and site-graph algo-
rithms decreases at a faster rate. This is due to the increase in the number of
false aborts detected by these algorithms. On separate simulation runs, the
simulator measured, compared, and contrasted the response (ime for various
schemes. Figure 21 shows the results. The two locking algorithms have a

Average Response Time
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F1G. 21. Average response time.
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Fic. 22. CPU utilization for each local site.

much better response time than the forced-conflict and site-graph algo-
rithms. The v-locking algorithm has the best response time, and performs
better than PCG, particularly for a large number of users. As expected, as the
number of concurrent users increases, the response time increases,
Finally, the resource utilization {communication, 1/0, and CPU) is com-
pared and contrasted. Figures 22, 23, and 24 show the results. From Fig. 22
it can be concluded that each scheme utilizes approximately 20-25% of the
CPU time. Disk utilization generally follows the throughput of the system,
with a range of 40-60% utilization under high concurrency (Fig. 23).
Finally, the communication utilization is near 100% at peak throughput, and
decreases shightly as the number of concurrent transactions increases

Disk Utilization/Loca! Site
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§ 50% ite-Graph
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FiG. 23. Disk utilization for each local site.
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Fia. 24. Communication utilization for each local site.

(Fig. 24). It is easy to determine from this graph that the communication
requirements for the v-locking algorithm represent the bottleneck of the
system.

7. Conclusions and Future Directions

7.1 Conclusion

The requirements of an “anytime, anywhere” computing environment
motivate new concepts that effectively allow a user to access information in
a timely and reliable manner. An overview of the characteristics of a new
computing environment—-the MDAS—and the requircments and issues of
this environment were introduced and discussed. With advances in technol-
0gy, it is now possible to access globally shared data through wireless con-
nections via a diverse number of access devices. These devices differ in
computing, energy, display, and network requirements.

By superimposing a wireless-mobile computing environment on a multi-
database system, many of the objectives involved in accessing heteroge-
neous data sources through a wireless medium are addressed. This new class
of computing environment is called an MDAS, Furthermore, the similarities
and differences in the characteristics of both a mobile environment and a
multidatabase system were individually discussed. The characteristics,
issues, and subsequent solutions to an MDAS were discussed. Many of the
issues in an MDAS can be addressed through work previously done by
mobile system and multidatabase system researchers.

In an MDAS, a potentially large number of users may simultancously
access a rapidly increasing amount of aggregate, distributed data. In such an
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environment, a concurrency control algorithm must address important
issues in the face of increased throughput and the limitations imposed by
technology. A multidatabase transaction manager must process global trans-
actions between loosely coupled, heterogeneous systems, while preserving
as much local autonomy as possible as well as minimizing communication
overhead in the system.

A new, distributed, hierarchically organized concurrency control algo-
rithm has been presented and evaluated in this chapter. Thfa .':lldvantage of
this algorithm is that the global performance of tlfle system is increased by
dynamically adjusting the amount of communication required to Fletect and
resobve conflicts. A simulator was developed in C++ using CSIM in order to
evaluate the performance. The results verify that commun-icgtl.on betwefl:n
the local and global systems is the bottleneck and thus the limiting fa(':tor in
throughput and response time of the global system. Furthermore, it was
shown how the proposed algorithm is used to decrease the communication
requirements, resulting in higher global performance.

7.2 Future Directions

Although the results we have demonsirated are very promising, the work
presented in this chapter can be extended in several ways:

e The impact of the Internet on data management is growing at a tremen-
dous pace. Considerations of how this data (both structured an‘d
unstructured) can and should be integrated into MDAS systems is
important. -

e Support is needed to overcome disconnection and weak connection.
Lower bandwidth and disconnection are common in an MDAS envi-
ronment; local caches, prefetching, queueing, and data broadcasting
have been suggested as ways of alleviating these restrictions. However,
due to the local autonomy restrictions in the MDAS environment, a
better method/protocol should be investigated to address this issue.

e The effect of changing the ratio of global to local transactions active in
the system should be investigated. This is particularly important for
systems that have a very high global transaction requirement. If the
global sub-transactions were allowed to dominate the local systems,
the overall global throughput would increase, while the thropghput gf
local systems may decrease. It should be determine if an optimal ratio
or even a range of the ratio can be found.

® As the architecture of the system is hierarchical, there may be several
global coordinators active at any time. The current algorithm assumes
that any conflicts hetween these coordinators are not communicated
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directly between the coordinators, but that they manifest themselves in
the form of an indirect conflict, If the coordinators were allowed fo
communicate information, would there be a significant impact on the
global performance?

® The effect of varfous parameters upon the number of
completed/aborted fransactions is being investigated. An extensive
study on the effects of changing the number of sites, distribution of
data, processing, I/, and communication is needed. Also, the impact
of non-uniform communication requirements between the client and
server as well as between servers should be investigated.

Appendix: Related Projects

There arc several ongoing and completed projects which address the
issues involved with mobile computing. Tables IX and X summarize the
different mobile projects. These include various research/experimental
projects along with a brief summary of their characteristics.

7.3 Mobile-Transparent Projects

Mobile-transparent systems include the Coda project [21,34,35], the
Ficus project [40], the Little Work project [22], and the BNU project [50],
which are summarized in Table IX. These projects all offer file system
support for mobhile clients.

7.3.17 Coda

Coda, developed at Carnegie Mellon University (CMU) as a descendant
of the Andrew File System (AFS) [34], pioneered many of the distributed
services for mobile clients. In particular, a cache and an operation log pro-
vides support for weak connectivity and disconnect operations [33]. Coda
logs all transactions during periods of disconnection and replays the log
upon reconnection. The cache manager, called Venus, is present in each
client, and operates in one of three states: (1) hoarding, (2) emulating, and
(3) reintegrating, The hoarding state is the “normal” state while connected
to the server. The primary function of this state is to ensure that frequently
used objects are cached during a connection [34]. When a disconnection
occurs, the cache manager enters the emulating state and services all file
system requests from the cache contents. If a cache miss occurs, it appears
as a failure to the user. Upon reconnection, Venus resynchronizes the cache
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with servers in the reintegrating state and returns to the hoarding state upon
completion. _

The use of volume validation (called rapid cache validation) and asyn-
chronous data synchronization fechniques are used to deal with weak con-
nections. The resynchronization of the cache with weak connectivity may
take a substantial amount of time. Rapid cache validation involves the use of
version stamps for each volume and individual object on a server, which are
incremented when objects are updated. Clients then store and use this infor-
mation when reintegrating the cache. If volume stamp is still valid, then
every object in the volume is valid, and the reintegration is complete. When
a volume stamp is determined to be invalid, each object is validated individ-
vally. Finally, updates to the server are asynchronously propagated to the
server in the background. Records must spend a minimal amount of time
(called an aging window) in the operational log before reintegration s
performed.

7.3.2 Ficus

Ficus is a research project at the University of California, Los Angeles
(UCLA), which is a distributed file system that uses replication and optimistic
concurrency control [40]. The system allows any replica of a file to be updated
at any time, allowing for a very high degree of availability. Furthermore, repli-
cation of data to the local site is used to support disconnection. The tradeoff,
however, is that conflicts result from this policy. Conflicts include:
update/update conflicts, name conflicts, and remove/update conflicts. Ficus
guarantees that conflicting updates are detected by using a version vector [40].
Fach file replica has its own version vector, which keeps track of the history
of updates to a file. Version vectors are compared in order to detect conflicts.
When conflicts are detected, the file is marked as “in conflict,” and normal
operations to the file are suspended until the conflict is resolved. In some
environments, up to two-thirds of the conflicts conld be resolved autormati-
cally by Ficus withount user intervention [40].

7.3.3 Little Work

Whercas the Ficus project uses replication to support the disconnect opet-
ation, the Little Work project is a file-based system which uses a cache [22].
The project is an experimental system from the University of Michigan, Ann
Arbor. The cache manager services afl requests whether connected or dis-
commected. While disconnected, if an operation requires the server, the
cache manager logs the request. An optimistic control algorithm is used to
detect conflicts. Upon reconnection, if no conflicts are detected, then a
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recommect manager submits the operation to the server. If a conflict is
detected, the‘user is notified. The Little Work project is similar to Coda
except that Little Work does not modify the servers in any way. ,

7.3.4 BNU

Thp BNU project uses proxy processes running on a fixed network which
p.royuie access to data in order to address mobility issues of handheld and
limited capability processing devices [50]. The proxy processes run on
workstations in the LAN. A remote procedure call (RPC) system provides
the qommum'cation between a mobile system and the proxies. The proxies
p_rov1de the transparency beiween the mobile system and application. A
s1pgie RPC call can perform multiple operations, thus requiring less band-
width. Furthermore, by using RPCs, the ability to load certain routines and
data on the small device can be used to mask a disconnection. Non-blocking
RPCs are queued by the proxy and immediately acknowledged, reducing
laten_cy fmd allowing for the delivery of the RPC to occur in paralle] with
application processing. Furthermore, queuing allows for multiple RPCs to

(tihe proxy to be unified into a single, equivalent RPC to the hand-held
evice,

7.4 Mobile-Aware Projects

Mobile—aware projects include the Rover project [23,24,25], Bayou
project [15], the Wit project [51], the InfoPad [17,28, 36] and the
Daedalus/GloMop [28, 47]. These projects are summarized in Table X,

7.4.17 Rover Toolkit

The Rover project is a toolkit from the Massachusetts Institute of
Technology (MIT) that supports relocatable dynamic objects and queuved
remote procedure calls (QRPC) [23]. The applications developed with this
toolkit are object-based distributed client/server architecture. This system
supporis the development of mobile-aware as well as mobile-transparent

. applications.

A relocatable dynamic object is a well-defined object and interface that
can be dynamically loaded to clients or servers. All application code and
dgta are written as RDOs, and each RDO has a “home” server which main-
tains the primary copy. RDOs can be replicated and stored/prefetched in a
client cache in order to imaprove bandwidth tolerance and provide a means to
worlk c-lun'ng a disconnection. Furthermore, the relocatability of an
RDO gives an application control over the location for computation, and is
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particularly useful for exporting computation to servers or for ‘dIS.HHlﬂg gatﬂe
RDOs can also use compression and decompression in order to reduc

\ storage ulilization.
netf;” (()ngPagdi:tg n§n~blocking RPC that allows operationg to be perfm‘gxgd
while the client is either connected or disconnected. Qhents fetfch R1 ?
from servers with QRPCs. Subsequently, the QRPC is stored in 1211 dO(l:ar
stable log. While the client is connected to the network, the Rover sche }1 :n
forwards any QRPCs present in the log to the server. Caghfad cgpmi: thh
RDO are lazily propagated to the server when there is sufflcmn't andwidth :
QRPCs use split-phase communication, where ﬁ}f: request and I-BSPOESE paln
of the communication is split. This allows tl:le client to use separate ¢ a.r;nsls
for transmitting and receiving data, allowing the most effICl‘GIlt, 'a.v?cu a1c e.
channel to be used while allowing a client to power down while waiting for

i eration. _
) P;;lg IEEV(;I; toolkit was used to implement both mobile-aware and mo’g%e—
transparent applications. Experimental results showed tl}at forf 1'{10 ; ;36
transparent applications improvemer}ts (_)f up to 17%, while per 011;153007
improvements for mobile-aware applications were shown to be up to 0.

7.4.2 Wit

The Wit project is based upon the BNU project and is implem.ented in th.e
form of an application-programming intffrface (APD). Thg Wﬂf deag]r)leili
define application partitioning as the assignment of funcuonaht}{ to .ot
mobile and stationary devices through partitioning data apd funcn{?nfl in ‘o
hyperobjects. Hyperobjects are linked merarchlcal objects, w‘mc?- 1r;ue
managed by the system and are migrated or replicated across tpe wire 1(2'88
connection. Links are directional and represent some type of ‘1el.at10ns 1}(:)l
between hyperobjects. Data semantics (in the fprm of hypelob]‘(;(f:ts and
links) and observation of access patterns are used in order to make informe
policy decisions about resource allocamor} gnd usage [5 1].. Nl

Caching attributes of an object are specf‘fled by the application. Norma yg
an object is replicated on the mobile device, agd t}.;e cache @nmstgr:;y 1(Ll
maintained by explicit synchronization. Prefetf:hmg: is also pelf‘onge 1laske
upon access patterns and the semantics contained in the hype10b]e9t mds..
Finally, a form of data distillation is performed on the retrieved data in or }el
to reduce the overall data which must be transferred. The system has only
been proposed and has not been implemented.

7.4.3 Bayou
The Bayou project is from Xerox PARC and is designed fo support data
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sharing among mobile users [15]. The design is a flexible client-server
architecture. The architecture is designed such that “lightweight” servers
will reside on portable machines. Similar to the Ficus project, the Bayou
project uses replication to provide a high degree of availability of data,
even while disconnected, to users. The policy used is a read-any/write-any
replication scheme, where the user is able to read/write to any copy of the
replicated data, and the data is only weakly consistent. Consistency is
maintained by using a peer-to-peer anti-entropy policy for propagation of
updates {15]. Anti-entropy ensures that all copies of the data are all con-
veiging towards the same state, where each server receives all write opera-
tions performed and correctly order the operations. And similar to Ficus,
Bayou guarantees that conflicting updates are detected by using a version-
vector [15].

The system provides a client with a view of the replicated data, which is
consistent with its own actions, through session guarantees. A session is an
abstraction for the sequences of read and write operations performed on the
data, Four types of guarantees are provided on a per-session basis to the user

[15]:
® Read Your Writes—read operations reflect previous writes;

® Monotonic Reads—successive reads reflect a non-decreasing set of
writes;

® Writes Follow Reads—writes are propagated after reads upon which
they depend;

© Monotonic Writes—writes are propagated after writes that logically
precede them,

7.4.4 Odyssey

Odyssey is a follow-up project to Coda that adds application-aware adap-
tation to the system. This system provides a fixed number of representations
of data objects on a server, allowing for end-to-end bandwidth management,
An AP is provided for a client to track its current “environment” and nego-
tiate for a representation that is appropriate for the current connectivity. It
uses the concept of data fidelity, resource negotiation, and dynamic sets in
order to effectively use and control system resources [45].

7.4.5 Daedalus/GloMop/infopad

The Daedalus/GloMop project is a mobile computing project from the
University of California, Berkeley. It runs processes on well-connected
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workstations that act as a proxy for a mobile clicnt_ th.at is on the .oti.ler stﬁe
of a low-bandwidth connection. The proxy then ch:l;tﬂls_ and/or 1efnﬁ<‘35 ‘.e
data, transmitting only enough information to the -cher}t in a format that can
be transmitted over the low-bandwidth link. Th.e 1d§a is to !Ll’adf': pI‘OC(:iSSLflg
cycles for bandwidth. Datatype-specific distillation 1s a hlghly O:by;
datatype-specific compression that preserves most of the S{ffmaﬂg(-; C?[Elhe-::e
of a data object while adhering to a par_ticular set of constraints [ 31 i (]1@0
datatypes were mainly investigated: images, formatted text, and v °o
streams. Datatype-specific refinement 1s the. process of fetch'mg some p :
of a source object at increased quality. The dl'snﬂanon and refmt‘arfle:nt occur
on-demand in order to provide the best possible results to applications m a
i ile environment, . o
Ch:ﬁlg;f{ﬁff;l}?fd 117,28, 36] project uses a portable du'mb-termmal, Whlf(fh 13
able to display text, video, and graphics. Corfaputmg nodes on la 1‘)1;:1 !
network provide all of the functionality; the terminal '(Pad) only d‘1sp1 ays e
information. The Pad differs from other access devices 1n thlat 1!;- f( 0es I !
contain a general purpose processor. Applications and user-interfaces atrS
currently under development, which use only pen and audio as inputs,
allowing them to operate without a keyboard.

Glossary

ACID: (Atomicity, Consistency, Isolation, Durability). Four properties
used to define the correctness of a transaction. _ o

ATM: (Asynchronous transfer mode). A 53-byte, fixed communication

rotocol commeonly used in high-speed ggtworks. " )

i’ Autonomy: Autonomy refers to the ability of a system to operate mdepe.rii
dently, without the help or resources of another system. There are three dif-
ferent forms of autonomy: design, communication, and exefcuuor_l. ‘

Data distillation: Data distillation is a process where incoming 'dzftzf is
processed such that only portions of the data are dlsplayéd._ Data dlbtll.ldtIOH
may be performed in order to accommodate display restrictions, or to reduce
bandwidth requirements of a system. _ ‘ .

DBMS: (Database management system). An information storage and
retrieval system,

HRAD: (Heterogeneous remote access to datg). . N .

ISP: (Internet service provider). An ISP provides internet access to a user.
Typically the service is available though a modem connection. .

LAN: (Local area network). A group of computers connected together

which share resources. ' o ‘ .
Long-lived transaction: A transaction which is in an open or non-commi(
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ted state for a long duration of time. These types transactions may last from
several hours to days, and even weeks,

MDAS: (Mobile data access system). A term used to describe a new com-
putational environment in which a wireless mobile computing environment

is superimposed on a multidatabase environment providing efficient access
heterogeneous data sources.

MDBMS: (Multidatabase management system). A global system layer
that allows distributed access to multiple preexisting databases.

Mobile awareness: A system or application is alert to changes in the con-
dition of its environment, and is able to adapt to those changes.

Mobility: The ability to physically move a computing device and use it in
a different location or while actually moving, ‘

NC: {Network computer). A low cost, low maintenance computer system

connected to a network. These systems are usnally diskless and rely heavily
upon a server.

PDA: (Personal digital assistant). A hand held computing device.
Remaie access: A fixed or mobile node that accesses data over a network

connection characterized by lower bandwidth, frequent disconnection, and
higher error rates.

SSM: (Summary schemas model). An adjunct to a multidatabase system
used for query resolution.
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Abstract

This article provides a high-level overview of the World Wide Web in the context
of a wide range of other Internet information access and delivery services. This
overview will inclade client-side, server-side and “user-side” perspectives.
Underlying Web technologies as well as current technology extensions to the
Web will also be covered. Social implications of Web techrology will also be

addressed.
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